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Testosterone hydroxylation is a prototypical reaction of human cytochrome P450 3A4, which metabolizes
about 50% of oral drugs on the market. Reaction dynamics calculations were carried out for the testosterone
6�-hydrogen abstraction and the 6�-d1-testosterone 6�-duterium abstraction employing a model that consists
of the substrate and the active oxidant compound I. The calculations were performed at the level of canonical
variational transition state theory with multidimensional tunneling and were based on a semiglobal full-
dimensional potential energy surface generated by the multiconfiguration molecular mechanics technique.
The tunneling coefficients were found to be around 3, indicating substantial contributions by quantum tunneling.
However, the tunneling made only modest contributions to the kinetic isotope effects. The kinetic isotope
effects were computed to be about 2 in the doublet spin state and about 5 in the quartet spin state.

1. Introduction

Testosterone hydroxylation is a prototypical reaction of
cytochrome P450 3A4,1,2 the major human P450 that has a wide
range of substrate specificity and metabolizes nearly 50% of
the drugs used today.3 According to the consensus abstraction-
rebound mechanism4 (Scheme 1), the testosterone hydroxylation
is initiated by hydrogen abstraction by the active oxidant, the
iron-oxo porphyrin π-cation species named compound I (Cpd
I). The abstraction is then followed by radical addition of
testosterone (the bound step) to yield an alcohol-ferric product
complex.5 Experiments revealed that testosterone hydroxylation
takes place almost exclusively on the � face of testosterone,
leading to four major products: 6�-, 2�-, 1�-, and 15�-hydroxytes-
tosterone.6,7 Of special interest is the most prominent reaction
pathway, 6�-hydroxylation (Scheme 2), for which the intrinsic
kinetic deuterium isotope effects have been measured for the
hydrogen abstraction step in the carefully designed experiments
by Krauser and Guengerich.8 On the basis of the very large
value (∼15) for the intrinsic kinetic deuterium isotope effects,
Krauser and Guengerich argued that the quantum mechanical
tunneling was significant during the hydrogen abstraction step
of the reaction pathway.8

Theoretical studies have contributed to the understanding of
C-H hydroxylation by P450 enzymes.9-20 Recently, we20 have
performed density functional theory model calculations to
investigate the testosterone hydroxylation by P450 3A4. Focus-
ing on the H-abstraction step, that is, the step converting species
1 to 2 in Scheme 2, we identified the transition structures for
the reactions at the 6�, 2�, 1�, and 15� positions in both the
doublet and quartet spin states. The barrier heights were similar
in both spin states (generally within ∼1 kcal/mol) and increased
in the order of 6� , 2� < 15� < 1� positions. This suggested
the regioselectivity preference of 6� . 2� > 15� > 1�, which
is in good agreement with the experimental findings.6,7 We also
predicted the Wigner tunneling21 coefficient (κW) and the
Skodje-Truhlar22 tunneling coefficients (κSTR) on the basis of

the computed barrier heights and the imaginary frequency of
vibrational normal mode at the saddle point (ν‡). The calculated
κW was between 2.5 and 3.5, which seemed “normal”; however,
the fact that |ν‡| . kBT ≈ 200 cm-1 at T ) 300 K indicated
that the calculations of κW did not converge. The divergence-
free STR model approximates the barrier by an inversed
parabola in that it is similar to the Wigner tunneling treatment;
but the STR method has a wider range of validity.22,23 The
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SCHEME 1: Model of the Abstraction-Rebound
Mechanism

SCHEME 2: Testosterone 6�-Hydroxylation
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calculated values of κSTR spread in a wide range of 9-1264
and to be appeared unreasonably large for most of the reactions.
The significant variations in κSTR also shed doubt on the
reliability of the tunneling treatment for those reactions. Clearly,
for our system, those two oversimplified tunneling models were
not reliable in quantitative prediction for the tunneling coefficients.

The situation invites more advanced reaction dynamics theory
into play. One common drawback in the two tunneling models
above is that they did not account for the reaction curvature,24,25

that is, the coupling between the reaction coordinate motion
and the vibrations transverse to it. Multidimensional tunneling
treatments such as small-curvature tunneling (SCT)23,24 and
large-curvature tunneling (LCT)24,26,27 treatments take into
consideration those couplings and are capable of obtaining more
reliable results. The SCT treatment is most accurate when the
reaction curvature is small to moderate and the tunneling is
confined in the narrow valley centered along the minimum
energy path (MEP) that connects the reactants and products.24

The LCT treatment deals with extensive nonclassical straight-
line corner cutting the wider region on the concave side of the
MEP.24 The valley along the MEP and the concave side region
together is called the reaction swath.24

The SCT and LCT schemes are often applied in conjunction
with the variational transition state theory (VTST).24,25 In the
transition state theory (TST), the dynamical bottleneck is
assumed to be the saddle point along the reaction path. In
contrast, the dynamical bottleneck in VTST is a hypersurface
separating the reactant and the product in the multidimensional
hyperspace; the dividing hypersurface is called the generalized
(variational) transition state, whose location is optimized by the
minimization of the rate constants.24 The combination of VTST
with the SCT and LCT schemes has been established and
successfully applied to many reactions.25 It is desirable to apply
the VTST/MT (MT ) SCT or LCT) treatment to the study of
testosterone hydroxylation by P450 3A4.

A high-quality potential energy surface that covers the
reaction swath is essential to the reaction dynamics calculations.
Ideally, one would perform direct dynamics28 calculations where
the electron-structure potential energy surface is computed on
the fly. However, given the large size of the active site of the
P450 3A4 and the substrate testosterone, direct dynamics
calculations are too expensive to be practical. An alternative
option is to use an analytic potential energy surface fitted to
electronic-structure energies at selected geometries. To construct
such an analytic surface is, however, very challenging: as the
number of atoms increases, the dimensionality of the hyperspace
grows, and the number of grid points needed as input climbs
exponentially, quickly reaching a stage such that this option is
no longer feasible if a full-dimensional surface is required.

A promising solution to overcome this difficulty is the so-
called multiconfiguration molecular mechanics (MCMM)29-37

technique, which allows the construction of a semiglobal full-
dimensional surface for reaction dynamics calculations with
minimum effort. The basic idea29 of MCMM is to form an
electronically diabatic Hamiltonian matrix whose diagonal
elements are given by classical molecular mechanics and whose
off-diagonal elements are obtained by the (modified) Shepard
interpolation of quadratic expansions around a set of points
where the electronic-structure data are available. The Born-
Oppenheimer potential energy surface is obtained as the lowest
eigenvalue of the matrix, and it reproduces the electronic-
structure data (energy, gradient, and Hessian) in the vicinity of
each input data point.

We should point out that such an idea of nondiagonal
representation of the Hamiltonian is not new,38 and it has been
used in a variety of contexts for modeling reactive systems.39-47

However, the MCMM method has two unique features: (1)
MCMM interpolates the off-diagonal elements (resonance
integral), which is rather smooth, instead of the potential energy
surface, which can take very difficult shapes for modeling. (2)
The Shepard interpolation of quadratic expansions in MCMM
takes very general form, which employs energy, gradient, and
Hessian from electronic-structure calculations. Experimental
thermodynamics and kinetics data are often very limited,
whereas electronic-structure calculations can be, in principle,
carried out for any desired geometries. Therefore, the use of
electronic-structure data instead of experimental data allows
systematic refinement of the surface by the inclusion of more
data points in the interpolation. Moreover, in comparison with
the interpolation schemes employing only the energy, the use
of the gradient and Hessian information in MCMM interpolation
significantly reduces the number of data points needed for the
convergence of the reaction dynamics calculations. (In a sense,
the use of the energy-only data points is equivalent to implicitly
computing the numerical Hessian.) Previous MCMM studies29-36

have demonstrated that reasonably accurate reaction rates can
be obtained by employing very sparse (∼10) input data points
for a variety of reactions.

The present study aims to gain deeper insight into the
quantum tunneling in the testosterone hydroxylation by P450
3A4. We carried out reaction dynamics calculations at the
VTST/MT level employing a semiglobal full-dimensional
MCMM surface. To our knowledge, this is the first time that
VTST/MT calculations are applied to investigate hydroxylation
reactions catalyzed by P450 enzymes. As demonstration, we
focused on the 6� H-abstraction, the most prominent reaction
for testosterone hydroxylation by P450 3A4, for which the
deuterium kinetic isotope effects have been measured.8

2. Computation

As in our previous work,20 Cpd I was modeled as an
iron-oxo-porphyrin complex without side chains (Scheme 2).
The proximal cysteinate ligand was truncated to HS-, as
suggested by Ogliaro et al.48 In the present study, all quantum
mechanical (QM) calculations were done at the level of density
function theory employing the B3LYP49-51 model using the
program Gaussian03.52 The effective core potential with the
double-� basis set53 was selected for iron and the 6-31G54,55

basis set for the other atoms. In the previous study,20 we found
that the use of the above theory and basis sets gave reasonable
energy profiles, which is in good agreement with more elaborate
calculations employing larger basis sets. In view of the high
computational cost involved in the present study, we felt that
this selection of QM theory and basis sets was a reasonable
compromise between accuracy and affordability.

We calculated the reaction rates by using the locally modified
versions of the MC-TINKERATE2007,56 MC-TINKER2007,57

and POLYRATE 9.158 programs. We had changed the codes
such that calculations for large-size systems (∼100 atoms) are
possible. The calculations for the four reactions are denoted as
follows: testosterone 6� H-abstraction in the doublet spin state
as (H; 2A) and in the quartet spin state as (H; 4A) and 6�-d1-
testosterone 6� D-abstraction in the doublet spin state as (D;
2A) and in the quartet spin state as (D; 4A).

The saddle points of the 6� H-abstractions have been
optimized in ref 20 for both the doublet spin state (denoted 2A)
and the quartet spin state (denoted 4A). It should be noted that
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although the saddle points have the same geometries for the
testosterone H-abstraction and for the 6�-d1-testosterone D-
abstraction in a given spin state the MEPs are different in the
mass-scaled coordinates. That is, the reaction dynamics calcula-
tions actually employed different MEPs for the H- and D-
abstractions.

For each reaction, we constructed the MCMM surface by
using the reactant complex, product complex, the saddle point
(P0), and 17 supplementary Shepard points (P1-P17). The
procedure was outlined in Section III of the Supporting
Information and is similar to the one recommended in ref 30.
The reactant and product complexes were optimized at the MM
level, which will explicitly be referred to as MM reactant
complex and MM product complex, respectively. The saddle
point and all supplementary Shepard points were computed at
the QM level of theory. Initially, the surface was constructed
without the supplementary points, and the surface is denoted
MCMM-0. On the basis of the MCMM-0 surface, the reaction
dynamics calculation was performed, which is referred to the
MCMM-0 dynamics calculation. Next, the supplementary
Shepard points were added successively, one or a few at a time,
to refine the MCMM surface. The surface generated by using
P1-PR (R ) 1, 2,..., 17) supplementary Shepard points is
denoted MCMM-R, and the rate calculations based on the
surface is referred to as the MCMM-R dynamics calculation.
Among the 17 supplementary Shepard points, P1-P8 were used
to follow the MEP, P9-P14 were used to smooth the vibrational
adiabatic ground-state potential energy (Va

G) profile, and
P15-P17 were used to explore the surface at the concave side
that is critical for LCT calculations. The SCT calculations
converged with the inclusion of P1-P14, and they were affected
negligibly by P15-P17. The geometries, energies, and frequen-
cies are listed for all supplementary Shepard points in Section
III in the Supporting Information.

The MM359-61 force field implemented in TINKER62 was
used. Missing parameters were added, which were set to those
of the similar atom types or derived from QM calculations.29,30,33

The added parameters were documented in Section I of the
Supporting Information.

The Page-McIver method63 was chosen to follow the MEP.
We have tested different step sizes in the MEP following and
found that a step size of 0.005 bohr could produce an accurate
MEP. However, to obtain an accurate Va

G (and the rates), an
even smaller step size (0.001 bohr) was recommended. (See
also Figures S1 and S2 and Table S1 in the Supporting
Information.) To reduce computational effort, we therefore
selected the step size of 0.005 bohr in the MCMM-0, MCMM-
1,..., MCMM-9 calculations, where the goal was to explore the
MEP, and we used 0.001 bohr in the MCMM-10, MCMM-14,
and MCMM-17 calculations, where the rates were computed.

The MEP range (in bohr) was -2.00 e s e 0.55, where s is
the signed distance from the saddle point along the mass-scaled
reaction coordinate. The coordinates were scaled to a reduced
mass, µ, of 1 amu, and a negative value of s indicated a point
along the MEP at the reactant side. When it followed the MEP,
the Hessian was computed every 10 gradient steps, that is, by
a step size of 0.05 bohr in the MCMM-0 to MCMM-9
calculations and 0.01 bohr in the MCMM-10, MCMM-14, and
MCMM-17 calculations.

The harmonic approximation was assumed in all cases, and
the vibrational analyses were carried out using the redundant
internal coordinates listed in Section IV in the Supporting
Information. When computing the partition functions, we had
adopted a cutoff frequency of 50 cm-1.64 That is, for a

vibrational mode of lower than 50 cm-1 frequency, the partition
function was evaluated by using 50 cm-1 for the frequency. As
previously discussed,64 this is an empirical treatment to avoid
the unrealistic estimation of partition functions by the harmonic
approximation for vibrations of very low frequencies for which
the harmonic approximation is likely a poor one.

Both the TST24 calculations and canonical variational transi-
tion state theory (CVTST or CVT)24 calculations were carried
out. The TST rate was given by

where σ is the symmetry factor, kB is the Boltzmann constant,
T is the temperature, Q‡ is the partition function for the transition
state at the saddle point, QR is the partition function for the
reactant, and V‡ is the barrier height for the reaction. The
partition function is the product of the electronic, vibrational,
rotational, and translational partition functions

where Qelect ) 1 in the present study. The CVT rate was
computed by

where QCVT is the partition function for the variational transition
state, s* is the location of the variational transition state at the
MEP in the mass-scaled coordinates, and VMEP(s*) is the
corresponding energy value of the MEP.

We computed the tunneling contributions by employing four
different schemes: the Wigner tunneling (W), the zero-curvature
tunneling (ZCT), SCT, and LCT. In the ZCT treatment, the
reaction curvature is assumed to be zero, and the tunneling path
is along the MEP. The ZCT model is less accurate than the
SCT and LCT models; nevertheless, we presented the ZCT
calculations for reference purpose. The TST rate, kTST, was
multiplied by the Wigner tunneling coefficient, κW, to yield the
Wigner-corrected TST rate, which will be denoted TST/W

The CVT rate was multiplied by the tunneling coefficient of
ZCT κZCT to give the ZCT-corrected CVT rate

which will be denoted CVT/ZCT. The SCT- and LCT-corrected
CVT rates are defined in the same way as the ZCT-corrected
CVT rate, and they will be denoted CVT/SCT and CVT/LCT,
respectively. In the LCT calculations, we had allowed only the
tunneling into the ground state of the product to reduce the
computational effort. Our previous MCMM dynamics calcula-
tions30,31,33 have showed that the errors incurred by ignoring the
tunneling into excited states are usually rather small (typically
less than 10%). For the present study, this error is likely to be
smaller than the errors due to other sources (e.g., inaccurate
barrier heights).

kTST ) σ
kBT

Q‡

QR
exp(-V‡/kBT) (1)

Q ) QelectQtransQvibQrot (2)

kCVT ) σ
kBT

QCVT

QR
exp(-VMEP(s*)/kBT) (3)

kTST/W ) κ
WkTST (4)

kCVT/ZCT ) κ
ZCTkCVT (5)
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3. Results

Table 1 tabulates the electronic-structure energetics as well
as the dynamical bottleneck properties at T ) 300 K. The
reactions are exothermic by about 9 kcal/mol. The barrier heights
are very similar in both the doublet and quartet spin states, with
the quartet spin states having slightly lower (0.4 kcal/mol) barrier
heights. The adiabatic ground-state potential energies are also
very similar in both spin states for the H-abstractions (and for
the D-abstractions). All locations of the dynamical bottleneck
are at the reactant side and are close to the saddle point. The
result indicates that the free energy barriers are lower for the
quartet spin state than for the doublet spin state by about 0.8
kcal/mol for the H-abstraction and by 0.3 kcal/mol for the
D-abstraction.

Figure 1 illustrates the MEP curves for all four reactions.
For each reaction, we show both the MCMM-10 and MCMM-
17 data. We noticed a quick drop of VMEP near s ) 0.5 bohr
in the (H; 2A) reaction. We found that adding more Shepard
points did not change much of the shape of the curve;
meanwhile, the rate calculations depended negligibly on the
MEP of s > 0.5 bohr. Figure 2 gives the Va

G curves for the
reactions. Noises (oscillations) have shown up in the Va

G

curve, which is not uncommon for MCMM reaction dynamics
calculations; the noises were due to the oscillations in the
generalized vibrational frequencies along the MEP. In
particular, one can see two sharp peaks in the MCMM-10
Va

G curves for the (H; 2A) and (D; 4A) reactions. Adding
four more Shepard points in each case had removed those
peaks and led to much smoother Va

G. For each reaction, the
MCMM-14 Va

G curve (not shown) differed negligibly from

the MCMM-17 curve shown in Figure 2. In principle, one
can keep adding more points to refine the Va

G curve; however,
that will significantly increase the computational cost and is
not necessary if the rate calculations have reasonably
converged.

The computed rates and kinetic isotopic effects (kH/kD) are
listed in Table 2, and the transmission coefficients are provided
in Table 3. It is very encouraging to see that the SCT and LCT
calculations have indicated rather similar tunneling contributions,
suggesting the reliability of the multidimensional tunneling
treatments. The Wigner tunneling estimation yields transmission
coefficients (2.4 to 3.7) similar to those of the more advanced
SCT and LCT treatments for tunneling contributions (2.4 to 3.6).
This is, however, just fortunate because the Wigner tunneling
calculations did not converge for these reactions. The kinetic
isotope effects were predicted to be about 9 by the TST/W
calculations for both spin states but were predicted by CVT/
SCT (and CVT/LCT) to be about 2 and 5 in the doublet and

TABLE 1: Electronic-Structure Energetics and Bottleneck
Properties at T ) 300 K for Testosterone 6� H-Abstraction
and 6�-d1-Testosterone 6� D-Abstraction by Compound I by
the MCMM-17 Reaction Dynamics Calculationsa

(H; 2A) (H; 4A) (D; 2A) (D; 4A)

V‡ 9.1 8.7 9.1 8.7
VP -9.8 -9.5 -9.8 -9.5
V‡ 1616.0i 1665.0i 1226.3i 1260.5i
Va

RG 459.3 459.5 457.2 457.4
Va

PG 448.4 448.8 446.6 447.0
Va

‡G 464.7 464.7 463.7 463.7
s* -0.403 -0.044 -0.160 -0.153
Va

G(s*) 465.7 465.1 464.0 463.9
∆Va

G(s*) 6.4 5.6 6.8 6.5
VMEP(s*) 6.8 8.7 8.7 8.3
Erep

ZCT 465.1 464.8 463.5 463.2
SCT 465.0 464.6 463.4 463.2
LCT 464.8 464.4 463.6 463.3

a The zero of energy for each reaction is set to the classical
potential energy at reactants (VR ≡ 0). V‡ is the potential energy at
the saddle point (equal to the classical forward barrier height). VP is
the potential energy at the products (equal to the classical energy of
reaction). V‡ is the imaginary frequency of the vibrational normal
mode at the saddle point. Va

RG is the vibrationally adiabatic
ground-state potential energy curve at reactants, and the value of
this curve is Va

PG at products and Va
‡G at the saddle point. s* is the

location of the variational transition state (dynamical bottleneck) at
the minimum energy path in the mass-scaled coordinates. VMEP(s*)
and Va

G(s*) are the corresponding energy values of the minimum
energy path and the adiabatic ground-state potential, respectively,
and ∆Va

G(s*) ) Va
G(s*) - Va

RG. The representative tunneling
energies are given as Erep for zero-curvature tunneling (ZCT),
small-curvature tunneling (SCT), and large-curvature tunneling
(LCT). All energies are in kilocalories per mole, frequencies are in
inverse centimeters, and s* values are in bohr.

Figure 1. Minimum energy path VMEP as a function of mass-scaled
reactant coordinate s by the MCMM-10 and MCMM-17 reaction
dynamics calculations for the 6� H-abstraction of testosterone in
the (A) doublet and (B) quartet spin states and for the 6�
D-abstraction of 6�-d1-testosterone in the (C) doublet and (D) quartet
spin states.

Figure 2. Ground-state adiabatic energy Va
G at T ) 300 K as a function

of mass-scaled reactant coordinate, s, by the MCMM-10 and MCMM-
17 reaction dynamics calculations for the 6� H-abstraction of test-
osterone in the (A) doublet and (B) quartet spin states and for the 6�
D-abstraction of 6�-d1-testosterone in the (C) doublet and (D) quartet
spin states.
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quartet spin states, respectively. Interestingly, recent theoretical
studies on the N,N-dimethylaniline hydroxylation65,66 and on the
hydroxylation step in the N-dealkylation of N-cyclopropyl-N-
methylaniline,67 where the Wigner tunneling treatment was
adopted, also indicated larger kinetic isotope effects in the high
spin state. After taking into account the tunneling contributions,
we found that the rates are faster in the quartet spin state than
in the doublet spin state by a factor of about 10 for the
H-abstraction and by a factor of about 5-8 for the D-abstraction.
Therefore, our calculations suggested that the reactions in the
quartet spin state dominated and that the overall kinetic isotope
effect is about 5.

4. Discussion

The multidimensional tunneling (SCT and LCT) coefficients
in Table 3 indicated the substantial involvement of tunneling
in the reactions at T ) 300 K, which is in agreement with the
experimental implication.8 The transmission coefficients were
computed to be larger in the doublet spin state (∼3.3) than in
the quartet spin state (∼2.5) for the H-abstractions. For the
D-abstractions, the tunneling contribution was, however, pre-
dicted to be more prominent in the quartet spin state (∼3.0)
than in the doublet spin state (∼2.5). For comparison, the
Wigner tunneling calculations essentially yielded the same
tunneling coefficients in both spin states, owing to the very
similar imaginary frequencies at the saddle points in (H; 2A)
and (H; 4A) as well as in (D; 2A) and (D; 4A). (See Table 1.)
The difference between κW and κMT (MT ) SCT and LCT)
reflects the dependence of multidimensional tunneling models
on the reaction curvature and on the potential energy surface in
the reaction swath, which are either ignored or greatly simplified
in the Wigner tunneling model.

How did the multidimensional tunneling contribution affect
the kinetic isotope effects, in comparison with other contribu-

tions? To answer this question, we have made a detailed
factor analysis for the kinetic isotope effects in Table 4, where

Here ηtrans, ηrot, and ηvib are the factor contributions to the
kinetic isotope effects by the translational, rotational, and
vibrational partition functions, respectively, ηpot is by the
potential energy at the dynamical bottleneck, and ηtunnel is
by the quantum tunneling. The calculations for ηtrans were as
follows

where Qtrans
CVT is the translational partition function at the

generalized transition state and Qtrans
R is the translational

partition function at the reactants. ηrot and ηvib were evaluated
in a similar way. The ηpot was computed by

where VMEP
H (s*) and VMEP

D (s*) are the MEP energies at the
generalized transition states for H and D reactions, respec-
tively; they were the same in TST but different in CVT. The
ηtunnel was given by

where MT ) SCT or LCT.
As expected, the translational and rotational partition functions

had few contributions to the kinetic isotope effects because the

TABLE 2: Rate Constant (cm3 molecule-1 s-1) and Kinetic Isotope Effect at T ) 300 K by the MCMM-17 Reaction Dynamics
Calculationsa

TSTb TST/Wc CVTd CVT/ZCTe CVT/SCTf CVT/LCGg

2A
kH 4.80 × 10-21 1.68 × 10-20 9.57 × 10-24 2.17 × 10-23 3.25 × 10-23 3.18 × 10-23

kD 7.50 × 10-22 1.83 × 10-21 6.05 × 10-24 1.14 × 10-23 1.56 × 10-23 1.45 × 10-23

kH/kD 6.4 9.2 1.6 1.9 2.1 2.2
4A
kH 3.84 × 10-20 1.41 × 10-19 1.48 × 10-22 2.40 × 10-22 3.94 × 10-22 3.49 × 10-22

kD 5.81 × 10-21 1.46 × 10-20 2.78 × 10-23 5.93 × 10-23 8.33 × 10-23 7.73 × 10-23

kH/kD 6.6 9.6 5.3 4.0 4.7 4.5

a Doublet spin state is denoted 2A, and the quartet spin state is denoted 4A. kH is for testosterone 6� H-abstraction, and kD is for
6�-d1-testosterone 6� D-abstraction. b Transition state theory. c Transition state theory with Wigner tunneling. d Canonical variational transition
state theory. e Canonical variational transition state theory with zero-curvature tunneling. f Canonical variational transition state theory with
small-curvature tunneling. g Canonical variational transition state theory with large-curvature tunneling.

TABLE 3: Transmission Coefficients at T ) 300 K by the
MCMM-17 Reaction Dynamics Calculationsa

κW κZCT κSCT κLCT

(H; 2A) 3.5 2.3 3.4 3.3
(H; 4A) 3.7 1.6 2.7 2.4
(D; 2A) 2.4 1.9 2.6 2.4
(D; 4A) 2.5 2.3 3.2 2.9

a Testosterone 6� H-abstraction is denoted (H; 2A) in the doublet
spin state and (H; 4A) in the quartet spin state. The 6�-d1

-testosterone 6� D-abstraction is denoted (D; 2A) in the doublet spin
state and (D; 4A) in the quartet spin state. The subscript W labels
Wigner tunneling, ZCT labels zero-curvature tunneling, SCT labels
small-curvature tunneling, and LCT labels large-curvature tunnel-
ing.

TABLE 4: Factors for Kinetic Isotope Effectsa

ηtunnel

ηtrans ηrot ηvib ηpot SCT LCT
2A 1.00 1.01 0.07 24.43 1.32 1.39
4A 1.00 1.01 9.23 0.56 0.85 0.81

a See eqs 7-10 and the text for the definitions.

kH/kD ) ηtotal (6)

ηtotal ) ηtransηrotηvibηpotηtunnel (7)

ηtrans )
Qtrans

CVT(H)/Qtrans
R (H)

Qtrans
CVT(D)/Qtrans

R (D)
(8)

ηpot )
exp(-VMEP

H (s*))

exp(-VMEP
D (s*))

(9)

ηtunnel ) κH
MT/κD

MT (10)
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change in the mass is very small for such a large system. In
contrast, the vibrations played a critical role because both the
ηvib and ηpot significantly deviated from 1. We note that ηvib

and the ηpot tend to cancel each other because a given vibrational
mode has opposite tendencies in making its contributions to
the vibrational partition function and to the Va

G. For example,
a low-frequency mode brings a large value to the vibrational
partition function but adds little to the Va

G. (Note that the
dynamical bottleneck and therefore the VMEP(s*) are determined
through the Va

G.) It would be more instructive to combine the
ηvib and the ηpot together, and multiplying those two gives 1.6
for the doublet spin state and 5.1 for the quartet spin state. The
quantum tunneling, although involved substantially in the
reactions, brought only modest changes to the kinetic isotope
effects.

The multidimensional tunneling calculations predicted that
quantum tunneling enlarged the kinetic isotope effects in the
doublet spin state (by a factor of 1.3 to 1.4) but reduced
them in the quartet spin state (by a factor of about 0.8); such
a finding is somewhat surprising. A possible explanation is
a narrower barrier for D tunneling than for H tunneling in
the quartet spin state. (Recall that the MEP for H and for D
abstractions was different in the mass-scaled coordinate
system.) The similar κSCT and κLCT values for a given H (D)
abstraction supported this claim because the SCT and LCT
tunneling paths were completely different. Another possibility
is that the constructed MCMM surfaces were not accurate
enough, which may be due to the following reasons.

First, it could be that the electronic-structure information used
for the construction of the potential energy surfaces is not
accurate enough. The MCMM surface was based on electronic-
structure data points calculated by employing the theory and
basis sets specified in Section II. Although they help to reduce
the computational cost, the selected theory and basis sets might
not be sufficient in providing the needed accuracy for the
energetics (energies, gradients, and Hessians). As the second
derivative of energy, Hessian is particularly difficult to obtain
with high accuracy. However, Hessian plays a critical role in
the Shepard interpolation in the multidimensional hyperspace.
Inaccurate Hessians might have led to the errors in the
calculations of the generalized vibrational normal modes along
the MEP and in turn to the errors in the free energy profile on
which the generalized transition state was located and the
tunneling calculations were carried out.

Second, errors in the MCMM surfaces might also be incurred
because of the use of sparse Shepard points for interpolation in
the multidimensional hyperspace. With only eight data points
as input, the MEP had been well converged. However, obtaining
a smooth Va

G was far more challenging, and we could still see
the noises in the MCMM-17 Va

G curves. Using more data points
could help to make them smoother, but that would greatly
increase the computational cost in the electronic-structure
calculations (dominated by Hessian calculations), which was
not practical given the large size of the system in question.
Moreover, the time required for MCMM calculations also
significantly increased as more data points were used as input,
making it more and more difficult to add data points in the
successive “prediction-correction” manner. (Currently, the
MCMM-17 reaction dynamics calculations for one reaction will
take about 50 h on an IBM power4 CPU.) In the future, it will
be helpful to parallelize the codes and to improve the efficiency
in handling the huge-size Hessians. The noises in the Va

G curve
might lead to the errors in locating the dynamic bottleneck;
fortunately, their effects to tunneling calculations were much

smaller because the integration effectively averaged and thus
greatly reduced the noises.31 It would be helpful to optimize
the weight function29 used in the modified Shepard interpolation
(which is certainly not trivial) to minimize the noises in the
Va

G curve.
Reaction dynamics simulations for large systems are very

challenging, especially when the goal is to obtain data accurate
enough that it can be compared with experiments. The computed
kinetic isotope effects (∼5) in this work are smaller than the
one (∼15) established by the experiments.8 The discrepancies
may due to several reasons. The first possibility is the limited
accuracy for the potential energy surface, which has just been
discussed above. Another possible reason is the use of the cutoff
frequency in the evaluation of the vibrational partition functions.
The vibrational normal-mode analysis at the stationary geom-
etries and the generalized vibrational normal-mode analysis
along the MEP had yielded many low frequency (<50 cm-1)
modes. This is not surprising given the large size of our model
system. Those modes are likely to be extremely unharmonic,
and their partition functions might be significantly overes-
timated if the harmonic approximation is used. However,
there was no general and simple way to solve this problem
at this moment.68 Our use of a cutoff frequency of 50 cm-1

helped to avoid the unrealistically large values in the partition
function calculations, but it eliminates the frequency changes
in those modes due to the deuterium substitution, and that
might have introduced errors.

Finally, we note that the present calculations are gas-phase
model calculations, which did not take into account the
complex environment where the reactions actually take place.
An early combined quantum-mechanics/molecular-mechanics
(QM/MM)69-74 study on P450cam by Shaik, Thiel, and
coworkers75 has revealed that the oxidant Cpd I behaves as
a chameleon species that adapts its electronic and structural
character to the specific environment. More recently, a QM/
MM study on P450 3A4 showed that the electronic structure
of Cpd I depends subtly on the interactions between Cpd I and
residues A305, T309, I443, and G444.76 It is conceivable that
the potential surface for testosterone hydroxylation will be finely
tuned by the small changes of the architecture of the active site
pocket in P450 3A4. VTST/MT calculations that take into
consideration the effects due to the protein matrix and solvent
are therefore highly desirable.77,78 To this end, we would
combine the QM/MM and MCMM techniques to generate the
potential surfaces for reaction dynamics calculations. The re-
search in this direction has received much attention in the past
few years.31,33,36,37 In particular, we point to the recent progress
in the electrostatic-embedding MCMM36,37 methodology. Al-
though test calculations37 have only been carried out for systems
that have small QM subsystems, the method is very promising
and might be further developed and coded (e.g., to combine
with the appropriate boundary treatments79-81) for the study of
enzyme reaction dynamics.

5. Conclusions

To summarize, we have presented the VTST/MT reaction
dynamics calculations on the testosterone hydroxylation by P450
3A4, which were based on a semiglobal full-dimensional
potential energy surface generated by the MCMM technique.
These are the first VTST/MT calculations on the hydroxylation
reactions catalyzed by P450 enzymes. The tunneling coefficients
were found to be around 3, indicating substantial contributions
by quantum tunneling. However, tunneling made only modest
contributions to the kinetic isotope effects. The kinetic isotope
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effects were computed to be about 2 in the low spin state and
about 5 in the high spin state, both of which are significantly
smaller than the experimental value (15). The discrepancies
between the calculations and experiments may due to the limited
accuracy in the potential energy surfaces, the approximate
treatment in calculating the partition function for low-frequency
vibrational modes, or the use of gas-phase model without
considering the protein-solvent environment.

Ideally, to investigate the quantum effects in reactions, one
would carry out full quantum dynamics calculations, where all
degrees of freedom for the nuclei are treated quantum mechani-
cally; but such calculations are too expensive and are nowadays
only feasible for systems up to a few (six) atoms.82 The VTST/
MT calculations are more practical for larger reactive systems.
This work demonstrates that by employing the MCMM method
in the construction of semiglobal potential energy surface,
VTST/MT can be applied to systems of about 100 atoms. The
application of the MCMM-based VTST/MT calculations to even
larger systems can be done when combined with the QM/MM
technique.
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